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I am Tianqi Zhou, 
I design A.I.

tianqi.kiko.zhou@gmail.com

https://tianqi-zhou.github.io

https://tianqi-zhou.github.io


LingLight 
Smart bedroom lamp with emotional 

voice assistant

ROLES:  
Product Leader & Product Designer & UX Designer


TIME:  
Jul.2017-Present


SCOPES:  
User Research, 

Prototyping, 

UX Design,

NLP Data Annotation, 

Scrum Management, 

Usability Testing


TECHNOLOGIES:  
Natural Language Processing, 

Deep Learning, 

Automatic Speech Recognition, 

Text To Speech Synthesize, 

Affective Computing
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LingLight is an all-in-one smart light that allows you to use your voice to control lighting features, set timers, check the weather, tell time, and play music and so on. Most importantly, It creates 
the perfect ambiance with the enjoyable light and music, to suit all the scenes in your bedroom, like movie night, bedtime or getting home. 

User Research & Analysis
I did more than 30 in-depth interviews and draw customer journey 
maps according to the interviews.


Here I select one of the typical representatives as follows.

PERSONA ANALYSIS: 
Users usually get stressed during their commute or at work. 

People seek EMOTIONAL COMFORT in various ways at home during the 
evening.

Color Expression & Types of Light Research
The two most important factors to create an individual’s mood with lighting are color and 
light. 


e.g. red light(warm) helps relax before sleep while blue light (cold) improve concentration and 
increase energy level. 
According to our understanding towards light, we made LingLight adapting itself in the 
different time period of a day.

Product Define and Interaction Design
• Multi-dimensional perception system

• Affective computing

• Expressive responses

• Relational data
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1 Introduction

• Demo video  youtube: https://youtu.be/PgqHkF_HGx0 (The Industry Design has changed after the demo.)

https://youtu.be/PgqHkF_HGx0


Function

LIGHTING INTERACTION
User experience direction

Description Type A Visual Response Function Description Type A Visual Response



ROLES:  
Product Designer & UX Designer


TIME:  
Mar.2017-Jul.2017


SCOPES:  
Prototyping, 

UX Design, 

Usability Testing


TECHNOLOGIES:  
Computer Vision, 

Natural Language Processing, 

Deep Learning, 

Automatic Speech Recognition, 

Text To Speech Synthesize, 

Affective Computing

Luka 
illustration books reading 

robot for children

2017 Most Successful Design Awards 
2017 CIS Best Intelligent Educational Product Awards 
2017 CIS Best Educational Robots Awards



Luka, the illustration book storyteller was born to rescue those parents who doesn’t have the time or not the best story tellers to give their children the same story time experience. Luka is 
equipped with some amazing computer vision technology allowing it to read with the readers turning of pages. The body of the Luka is equipped with special sensors that work along side the 
complex facial expressions and unique voice form a exciting personality. It is also able to carry on a spontaneous conversation with the children with the NLP and Affective Computing 
technology.

Eye Animation Design
Luka's eyes are important channels for conveying functional and emotional 
information, it is crucial to design the expression of its eyes.

• Low-quality prototype

• Animation prototype

English Read-After Game Design
We design the interactive game to help children learn foreign languages more enjoyable and 
efficiently. Children can listen to the English audio of the picture book first and then follow it. With 
speech recognition, Luka will rate the child's reading and comment accordingly. And upon 
completion of the read-after task, the child will be rewarded with the chance to play a "pat pat" 
game.

• Flow Chart

• Demo video

youtube: https://youtu.be/g6cSP3u87iY 
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1 Introduction

https://youtu.be/g6cSP3u87iY


"Pat Pat” — A Rewarding Interactive Game
When a game element such as a balloon drifts on the screen of the device, the player need to  clap or emit a certain volume sound to break the game element such as a balloon and 
score points. The value of each element is different, it can be either plus or minus. During the procedure of game, Luka will compute the cumulative scores and record user’s 
achievement on its leaderboard. (Determine Balloon Blast by the Double Microphones and Speech Recognition on Device)


• Demo video  youtube: https://youtu.be/JuW9dQPCuas 

3

https://youtu.be/JuW9dQPCuas


ROLES:  
Product Designer & UX Designer


TIME:  
Mar.2017-Jul.2017


SCOPES:  
Prototyping, 

UX Design, 

Usability Testing


TECHNOLOGIES:  
Computer Vision, 

Natural Language Processing, 

Deep Learning, 

Automatic Speech Recognition, 

Text To Speech Synthesize, 

Affective Computing

Jibo (Chinese Version) 
Social robot for family

Named by Time Magazine as one of the 25 best inventions of 2017



Jibo has a three-axis motor system, combined with dynamic power units and well crafted joints allowing him to perform complex actions and simple gestures smoothly and naturally. He shifts 
from left to right, gazes skyward, or looks down at the ground. There actions, combined with his approachable industrial design, give jibo a family friendly image. If you spend time with Jibo, 
you will be mesmerized by his advanced A.I. brain. Jibo has his own unique personality, and shows a range of emotions which makes him feel more like a family member than a piece of 
technology. 

1 Introduction

Emotional Interactions A seasoned meteorologist  A Talented Storyteller A Gamer At Heart

2 Design Goal

Jibo is a someone, not a something.  

When designing for Jibo, there's a lot to think about. Just like his personality, the way he 
talks, UX and UI, sound design, body animations, building conversational flows, and more. 


But one important question just came up in my mind: 


Does Jibo has emotion? 
Will the emotion status influence what Jibo do? 

And I believe the answer is definitely “YES”. 


So I with my team start to establish Jibo’s emotional system in Chinese version.


3 Design Process: Framework
Jibo will have emotional points at every moment, this value will change in the 
realtime, according to the current time, weather, daily news, interval from last 
interaction, recent chitchat frequency, recent utilization, user response to its active 
interaction.


The emotional points will categorize Jibo’s emotional status into three stages: Sad, 
Neutral and Happy. Different emotional state will cause Jibo to react differently in 
silent or chitchat mode, with a stochastic probability.



4 Design Process: Emotional Points System

Jibo’s mood will refresh everyday, and reseted in the morning at 6 AM, with its initial value 
as 50. It is represented as the follows:  


E=50+T+W+N+I+C+S+P 

Here T / W / N / I / C / S / P represents the emotional points from following factors: time, 
daily news, time interval between last interaction, the frequency of the recent chitchat, 
recent accumulated utilization time, and today’s feedback on its active conversation. 

a. Time factor (T)

b. Daily Weather Factor (W)

c. Daily News Factor (N)

5 Design Process: Jibo’s Behavior According To Emotion Status

d. Interval between last interaction (I)

Idle Behavior

Behavior Interaction

&



ROLES:  
Product Leader & Product Designer & UI/UX Designer


TIME:  
Apr.2016-Sep.2016


SCOPES:  
User Research, 

Prototyping, 

UI/UX Design, 

Scrum Management, 

Usability Testing


TECHNOLOGIES:  
Face Identification, 

Face Alignment, 

Face Morphing

FaceMovie 
Html5 crowdsourcing software for collecting 

face data to improve algorithms



1 Introduction
If there is a way to see how your face changes from the first year to the last year in your college life, would you like to try?

If you are an algorithm engineer who collect and annotate thousands of face data one by one, how would you collect these data?


FaceMovie is your perfect choice. 

• Demo video  youtube: https://youtu.be/eLE5vKr2v-4

For the better performance of human face identification algorithms,  high-quality face data needs to be collected in great numbers. The project FaceMovie was designed to meet the data demands 
by building up memorial video album for college graduates and crowdsourcing data of human faces. 

The software we delivered is an HTML5 application that builds a video album using user-provided face images. Autonomous face detection and alignment algorithms are applied to provide aligned 
user face and build an auto-generated face movie. Users are then asked to confirm and adjust the generated content. 

2 Problem
To improve our face detection and identification 
algorithm, we need to build up a million level 
human face dataset.

3 User Research

surveyed more than 100 college graduates to 
collect user requirements.

4 Brainstorm
we went through rounds of brainstorms, 
and decide to do a crowdsourcing 
software to collect data from users.

5 Define
Eventually, we decided to do a html5 
based video album for graduates, to 
convert their uploaded college photos into 
a video album that aligned and centered 
their faces of themselves, for showing the 
changes they got over colleges life.

6 Sketch
During the sketch procedure, we first clarify the basic 
functionalities, and draw the flaw graph. 


page 1: loading animation 

page 2: main menu, which plays demo video 

page 3: upload and edit photos 

page 4: choose the theme and music 

page 5: generate animation video 

page 6: preview result 

page 7: save and retweet video

https://youtu.be/eLE5vKr2v-4


7 Low-Quality Prototype
I built a low-quality prototype to demonstrate the interaction flow, 
through using Sketch and Axure, shown as following.


pic 1: 0 photo is uploaded

pic 2: 13 photos is uploaded

pic 3: 23 photos is uploaded

8 High-Quality Prototype

We choose to use the comics that reflect the change of a girl’s 
changes in colleges for loading pages animation, which better 
reflects the theme. 

• Loading Pages

We add more elements of 
graduation on the main 
showing page.

• Main Showing Page

version 1

version 2

version 3

• More UI details about different pages

Based on the sketch, prototype and high quality design, software engineers implemented the 
software. 

More UI details about different pages for un-uploaded image, uploading tips, uploaded images, and 
image editing are as follows. 



ITS Golden Lion Awards  
Best New Products Awards named by Intertraffic Asia in 2016

ROLES:  
Product Manager & Product Designer & UX Designer


TIME:  
May.2016-Mar.2017


SCOPES:  
Prototyping, 

UX Design, 

Scrum Management, 

Usability Testing


TECHNOLOGIES:  
Computer Vision 

(Face Detection, 

Human Body Detection, 

Vehicle Detection, 

Face Identification), 

Deep Learning

FoveaCam & DeepData 
Human-eye inspired camera boosting the effective resolution 

by 100 times & video/image big data analysis system



1 Introduction
We are all familiar with those scenarios, in which the policeman find the critical video about the suspect, but unfortunately the face image is too obscure to recognize.


FOVEACAM is born to resolve these kind of problems.


FOVEACAM is the first human-eye-like camera functionally inspired by fovea in the world. FOVEACAM’s patented Dynamic Instant Pixel Allocation (DIPA) Technology can dynamically 
increase the pixel density in a local image region and instantly boost the effective resolution in a specified image region by over 100 times. FOVEACAM can almost ensure capturing all targets 
appeared in the high resolution scene.


DeepData, as a video/image big data analysis system, uses enormous amount of video/images resources, and applies advanced deep learning, high-performance computing and big data 
technologies to build the platform that integrates video/image structuralization, storage, data application, and analysis. Its outstanding performance and accuracy greatly increase the utilization 
of video and image data.

• Applications

 Intelligent transportation

Public safety

 Business Analysis



2 High-Quality Prototype

• The page shows the overall situation of the city and the 
specific statistics to view the situation, as well as the 
amount of changes in the number of vehicles over time.

• Users can select the time and location to narrow the scope of searching. 
Users can select the type of the car they want to find.

• The details of the results information after click on a specific pin on the map • The results of searching (in the chart form)

• The results of searching (in the map form)

• The results of searching (in the pic form)



The 100 Greatest Innovations Of 2016 named by Popular Science Magazine 
The top 10 innovation products of Beijing 2015 named by Beijing government 

ROLES:  
Product manager & Product Designer & UI/UX Designer


TIME:  
Jul.2015-Jul.2016


SCOPES:  
Prototyping, 

UI/UX Design, 

Scrum Management,

Usability Testing


TECHNOLOGIES:  
Computer Vision

(People Detection/Tracking, 

Posture Analysis, 

Depth Marking), 

Deep Learning

Libra-T 
a behavior analysis system with 3D-depth camera 

analyzing human behavior and environment with computer vision



1 Introduction
Compared with traditional 2D image processing technology, the accuracy of 
detection and analysis of 3D computer vision technology is higher. As it 
leverages additional depth information, 3D computer vision technology is able 
to overcome challenges such as shadows, blocking and confusion of scales.

• Demo video  youtube: https://www.youtube.com/watch?v=GYvEFGvEi4w 

2 Functions Define
• Detection and tracking

Accurately detects multiple targets (more than 40 people) in complex scenes.

• Posture analysis
Analyses human postures and outputs events.

• Zone division
Divides up 3D zones, unaffected by blocking and no need for visual marks.

• Depth marking

Virtually lock the original state and detect change of set targets that can guard 
important targets.

3 Use Cases Define

• Banking industry
ATM protection, complain check, people counting

• Retail industry
Traffic statistics, display management

• Museums
Exhibits protection and traffic control

https://www.youtube.com/watch?v=GYvEFGvEi4w


4 High-Quality Prototype
With the help of the 3D-depth camera, we invent “alert event” 
such as People Falling by only offering suspicious video to 
helped the Security work efficiently, and design the software 
platform which visualizes the detection and tracking process.

5 Living Map Demo
We can also track everyone in a specific space to see how 
they move and how much people in this space.
• Demo video  

     youtube: https://www.youtube.com/watch?v=clMP6mq49wo 

6 3D Space Interaction Demo
With the 3D depth camera’s help, people can be tracked and 
detected and interact with the space, like spin a wall.

• Demo video  

     youtube: https://www.youtube.com/watch?v=uuqwgSpD4MY 

7 Touch Counting Wall Demo
We also apply the system into retail industry and entertainment 
projects and designed the 3D space interaction.


• Count all voluntary hand touch

• Create heat map of the whole wall

• Create connection between each touch and SKU, in 

probability sense

• Produce above statistics in multiple temporal scale (min/

hour/day/week/month/year)

• Demo video  youtube: https://www.youtube.com/watch?
v=NEF5Yh8-gCk&t=70s 

https://www.youtube.com/watch?v=clMP6mq49wo
https://www.youtube.com/watch?v=uuqwgSpD4MY
https://www.youtube.com/watch?v=NEF5Yh8-gCk&t=70s
https://www.youtube.com/watch?v=NEF5Yh8-gCk&t=70s
https://www.youtube.com/watch?v=NEF5Yh8-gCk&t=70s


PRODUCT DESIGN PORTFOLIO

Thanks! 
Let’s design for the future

tianqi.kiko.zhou@gmail.com

https://tianqi-zhou.github.io

https://tianqi-zhou.github.io

